Towards intense isolated attosecond pulses from relativistic surface high harmonics
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Relativistic surface high harmonics have been considered a unique source for the generation of intense isolated attosecond pulses in the extreme ultra-violet and x-ray spectral ranges. Their practical realization, however, is still a challenging task and requires identification of optimum experimental conditions and parameters. Here, we present measurements and particle-in-cell simulations to determine the optimum values for the most important parameters. In particular, we investigate the dependence of harmonics efficiency, divergence, and beam quality on the pre-plasma scale length as well as identify the optimum conditions for generation of isolated attosecond pulses by measuring the dependence of the harmonics spectrum on the carrier–envelope phase of the driving infrared field.
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1. INTRODUCTION

The invention of sources of attosecond pulses based on high-order harmonic generation (HHG) [1–3] has opened the field of attosecond science [4,5] with a wide range of potential applications [6]. Nowadays, attosecond science is based mainly on the HHG in gas media, which allows the generation of isolated attosecond pulses on the nano- to few-microjoule energy level with photon energies up to sub-keV. Unfortunately, microjoule energies and high conversion efficiency of ∼10⁻⁴ are achievable only in the spectral range below 30 eV and were demonstrated [7,8] with Xe gas jets, whereas at higher photon energies, the efficiency quickly decreases and does not exceed 10⁻⁶ [9,10]. The main problem with the HHG in gases is fundamental limitations determined by the ionization threshold of the gas medium [4,11], leading to severe restrictions on the extreme ultra-violet (XUV) flux, especially at high photon energies.

A way to overcome this limitation is to use relativistic harmonics generated by interaction of intense few-cycle laser fields with solid surfaces [12–15]. Theoretical predictions, based on the relativistic oscillating mirror (ROM) model [13], have suggested that intense isolated attosecond pulses with up to few keV photon energy can be generated when using few-cycle near-infrared (NIR) laser pulses with an intensity of ∼10²⁰ W/cm². Therefore, ROM harmonics present one of the most promising attosecond sources for pump–probe studies in the x-ray spectral range. Yet, experimental obstacles associated mainly with the stringent requirements on the temporal contrast of the driving laser pulses have not yet allowed sufficient progress to realize the potential of this approach. However, recent progress in the development of laser systems based on optical parametric chirped-pulse amplification (OPCPA) with pump pulse durations between 1 ps [16] and 80 ps [17] made the required pulse parameters available.

Although the generation of isolated attosecond pulses from relativistic laser–plasma interactions driven by few-cycle optical pulses has been theoretically predicted using one-dimensional particle-in-cell (1D PIC) simulations [15,18], its experimental realization remains open.

Viable laboratory scale alternatives in the multi-keV and especially MeV spectral ranges are x-ray sources based on laser–plasma accelerators [19,20] (Fig. 1), but the pulse duration of such sources is limited to a few femtoseconds so far, and conversion efficiency does not exceed 10⁻⁷. In the spectral range ∼100 eV–20 keV, large scale x-ray free electron lasers (XFELs) [25–27,29]
in the range \( L_p \approx 0.1\lambda - 0.3\lambda \) [22,31,32]. To optimize the pre-plasma parameters, a pre-pulse with an intensity of about \( 10^{15} \text{ W/cm}^2 \) and an adjustable delay \( \tau \) was introduced before the main pulse [31] to pre-ionize the target and initiate the plasma expansion with the speed of \( C_s \approx 80 \text{ nm/fs} \) [33], leading to an exponential [34] plasma density gradient at the solid–vacuum interface with the scale length of \( L_p = C_s \times \tau \). The generated harmonics were collimated with a gold-coated off-axis parabola (50 × 50 mm clear aperture, 135 mm focal distance, 135° off-axis angle). A part of the recollimated beam was sent into a home-built XUV flat-field spectrometer consisting of a gold-coated grazing incidence grating (Hitachi 001-0266) and a XUV CCD camera (Andor DO440). A rectangular gold-coated spherical mirror (acting nearly as a cylindrical one under the incidence angle of 67.5°) with the radius of curvature of \( -3 \text{ m} \) was used before the spectrometer in order to focus the beam in the non-diffraction dimension and to improve the signal-to-noise ratio of detected spectra. The mirror guiding the beam to the spectrometer was motorized to enable optimization of the incoupling and could be entirely moved out of the beam path to allow the measurement of the XUV beam profile with a micro-channel plate (MCP) detector and a phosphor screen (Photonis E3075-25-I60-PS20-FM8, 3 inch diameter). The residual NIR radiation was filtered out by a 650 nm thick aluminum foil placed in front of the MCP and a 200 nm thick aluminum or zirconium filter in front of the spectrometer. The maximum acquisition rate of the spectrometer XUV CCD camera limited the experimental repetition rate to 0.5 Hz. The CEP of the driving pulses was measured with a home-built single-shot \( f - 2f \) spectral interferometer (Fig. 2(b) in [35]). The CEP diagnostic provided only relative values; therefore, the absolute CEP was determined by fitting the experimental data to the simulations. In order to exclude the uncertainty introduced in the \( f - 2f \) measurements [36] by the energy instability of the driving pulses, their energy and the spectrum were recorded in parallel with the harmonic spectra and the \( f - 2f \) signal (for more detail, see Supplement 1). Note that all data were measured in a single-shot regime. The post-selection of the laser shots with energy instability <1% ensured the CEP uncertainty of less than \( \sim 200 \text{ mrad} \) [36].

2. EXPERIMENTAL SETUP

The experiment (Fig. 2) was performed by focusing \( p \)-polarized optical pulses onto a disk-like BK7 target under an incidence angle of 45° using a \( f/1.6 \) gold-coated 90° off-axis parabola. The peak intensity on target was \( 4 \times 10^{19} \text{ W/cm}^2 \) resulting in a normalized vector potential of \( a_0 = \text{4.8} \), where \( a_0^2 = I^2/(1.37 \times 10^{18}) \) with \( I \) being the laser intensity in \( \text{W/cm}^2 \) and \( \lambda \) the central wavelength in \( \mu \text{m} \). The value of \( a_0 \), averaged over the full width at half maximum (FWHM) beam diameter, was around 3; therefore, \( a_0 = 3 \) was used in our 1D PIC simulations. As shown in previous experiments on relativistic surface HHG, it is the most efficient when the pre-plasma has a scale length approximately

\[ a_0 \approx 0.1 \lambda \]


3. PLASMA SCALE LENGTH OPTIMIZATION

A typical measured spectrum of the generated harmonics is shown in Fig. 3. The harmonics exceed the coherent wake emission
power scaling law \( I \propto \omega^{-n} \) are \( n \approx 2.8 \pm 0.3 \approx 8/3 \) below 60 eV photon energy and \( n \approx 5.5 \) above 60 eV when fitting the envelope of the modulation structure. The scaling law below 60 eV agrees well with the value of \( n \approx 8/3 \) predicted by the Baeva–Gordienko–Pukhov (BGP) theory \([14]\). Also, the turning point at approximately 60 eV is in agreement with the theoretically expected cutoff \([13]\) at \( \approx 55 \text{ eV} \) obtained for \( a_0 = 3 \). For the following investigations, we will limit ourselves to the spectral range transmitted by the Al filter (<70 eV), since this range provides the best signal-to-noise ratio (cf. Fig. 3).

One of the most important quality measures of high-harmonic generation is conversion efficiency. The XUV energy was estimated by using the collection efficiency and reflectivity/transmission of the optics, and the spectral response of the spectrometer. The experimentally measured harmonics conversion efficiency in dependence on the pre-plasma scale length is plotted in Fig. 4(a) showing a clear optimum at \( L_p \approx 0.2 \lambda \). This finding is in good agreement with the results of a 1D PIC simulation \([38]\), as presented in Fig. 4(b). In particular, both experimental and numerical results have their maximum at about \( 0.2 \lambda \) and exhibit a fast drop in

(CWE) \([37]\) cutoff for a BK7 target of about 33 eV by a long way and reach photon energies above 70 eV, which infers the relativistic generation mechanism. The exponents in the harmonic

\[
L_p \approx \frac{\lambda}{2.2} \\
L_p \approx \frac{\lambda}{0.33} \\
L_p \approx \frac{\lambda}{0.6} \\
L_p \approx 0.06 \lambda
\]
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**Fig. 3.** Spectrum of the generated harmonics measured for \( L_p \approx 0.2 \lambda \) with aluminum (Al) and zirconium (Zr) filters with 200 nm thickness. The orange dashed-dotted line marks the CWE cutoff. The measured spectrum can be fitted with the power scaling law of \( n \approx -2.8 \pm 0.3 \) below 60 eV (see main text for more details), which is in a good agreement with the harmonics scaling predicted in BGP theory \([14]\) represented by the black dashed line.
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**Fig. 4.** (a) Experimental results on the harmonics conversion efficiency in the spectral range 30–70 eV (blue) and FWHM divergence of the XUV beam before collimation (orange). The maximum detectable divergence is limited by the aperture of the optical elements in the diagnostic beamline. (b) PIC simulations of the harmonics conversion efficiency in the spectral range 30–70 eV assuming \( a_0 = 3, \tau = 2.5 \lambda/c \approx 7 \text{ fs} \). Each numerical data point is computed by averaging eight results with different carrier–envelope phases equally distributed between 0 and \( 2 \pi \).
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**Fig. 5.** Measured harmonic spectra (left panels) and corresponding simulated spectra (right panels) for \( L_p \approx 0.06 \lambda \) (a), \( L_p \approx 0.22 \lambda \) (b), \( L_p \approx 0.33 \lambda \) (c), and \( L_p \approx 0.6 \lambda \) (d).
efficiency for smaller and larger plasma scale lengths. This underlines the key importance of pre-plasma optimization for highest XUV conversion efficiencies. The maximum value of the efficiency in simulations is higher than in the experiment, but it is known that 1D PIC simulations provide approximately an order of magnitude higher efficiency compared to 2D PIC simulations for the same parameters [39]. Note that the measured conversion efficiency of \( \eta \approx 10^{-4} \) at the optimum plasma conditions is significantly higher than the typical conversion efficiency of about \( 10^{-6} \) for gas harmonics in the comparable spectral range [9,40].

Another key quality measure for many applications is the focused XUV intensity, so the beam quality and divergence of the generated harmonics were measured simultaneously with the spectra (Fig. 5) and the energy. The XUV beam profiles were recorded after the collimating parabola for different plasma scale lengths and are presented in Fig. 6. Since the focal length of the parabola used is much larger than the few-micrometers Rayleigh length, the measured beam profiles correspond to the angular distribution of the generated harmonics and so can be used to determine their divergence [Fig. 4(a)]. At the plasma scale length of \( L_p = 0.22\lambda \), close to efficiency optimum, the XUV beam profile has an almost Gaussian shape [Fig. 6(b)] corresponding to a quite low divergence [Fig. 4(a)]. For larger plasma scale lengths, the light-induced plasma surface deformation (“denting” [41]) becomes too strong, resulting in a destroyed beam profile [Fig. 6(d)] and a rapidly increasing divergence [Fig. 4(a)] as well as in a fuzzy harmonics spectral structure [Fig. 5(d)] [42]. Thus, the optimum plasma scale length is \( L_p \approx 0.2\lambda \), which was used in the following experiment on the CEP dependence of harmonics.

The measured spectrum, energy, and divergence of the generated harmonics correspond to about \( 5 \times 10^{27} \text{ ph/(sm}^2\text{ mrad}^2\text{ 1}\%\text{ bandwidth}) \) at 30 eV and 70 eV, respectively, assuming the source diameter of 1 μm being equal to the focal spot size of the driving pulse (see Supplement 1 or [16]) and the pulse duration of 0.2 fs. Both assumptions are conservative and result in a slight underestimation of the maximum performance (the assumed pulse duration, e.g., is larger than the transform limit due to the necessary beamline dispersion control, including compensation of the filter dispersion). Nevertheless, this peak brilliance is not substantially worse compared to the XFEL performance in the XUV spectral range (Fig. 1).

### 4. CEP Dependence

The measured CEP dependence of the generated harmonics is shown in Fig. 7(a). Note that harmonics above 33 eV are generated by relativistic mechanisms [14,43], since the CWE process [37,44] can contribute only to the emission of photons with energy <33 eV determined by the maximum plasma frequency when ionizing a BK7 target. The corresponding result of a 1D PIC simulation [38] is presented in Fig. 7(b). Both figures show the following features: (I) a clear harmonic shift for positive CEP values by about one harmonic order; (II) the harmonic signal has a maximum at \( \sim -0.5 \) rad and drops to a minimum when the phase changes by about \( \pi/2 \), i.e., at \( +1 \) rad and \( -2 \) rad; and (III) around \(-2\) rad, there is a subharmonic structure, namely, small additional peaks between main harmonics.

For comparison, the simulation results for slightly different plasma scale lengths are presented in Figs. 7(c)–7(d). The CEP dependence of the harmonic position shift and of the integrated harmonic yield for these results obviously differ both from the experimental data and the simulations for \( L_p = 0.2\lambda \) which supports our estimation of the experimental plasma scale length of \( L_p = 0.2\lambda \). Therefore, this approach can be used as a method to infer the plasma scale length from the CEP dependence of the relativistic surface high-order harmonics, which, although not direct and not single-shot as some other approaches [31,33], can be useful for providing information on the plasma scale length in similar experiments without additional experimental effort.

The agreement between experimental data and simulations for \( L_p = 0.2\lambda \) is even more prominently visible in the single-shot spectra shown in Fig. 8, where the slow modulation in the harmonic spectral amplitude and the modulation depth of the harmonic peaks are in fair agreement. In addition, one can clearly see from both experimental data and simulations that the smallest spectral modulation depth [Fig. 8(a)] coincides with the best isolation degree (as will be discussed in the following), whereas modulation depth is considerably larger [Fig. 8(b)] for CEP values corresponding to a temporal structure with 2–3 pulses in the train. Furthermore, the measured spectra can be used for evaluation of both variation in the pulse spacing averaged over the train (\( \Delta T \)) as CEP changes and the value of uneven spacing between pulses in the train (\( \delta T \)). The presence of the last effect is clear from the beating structure in the measured XUV spectra, which is most pronounced in the CEP = \( \pi/2 \) case [Fig. 8(b)] and
signifies that there are about three attosecond pulses with uneven temporal spacing [44].

The measured CEP dependence [Fig. 7(a)] shows that, e.g., for the $n = 25$-th harmonic (35 eV), the maximum deviation from its original position, when scanning the CEP from $-\pi$ to $\pi$, is about 1.4 eV, which is nearly one harmonic order. This corresponds to a change $\Delta T$ in the average pulse separation by $\Delta T = T_0/n = 120$ as (see Supplement 1 for details), where $T_0 = 3$ fs is the period of the carrier. Nearly the same shift is observed in the simulations where the delay between attosecond pulses changes by 140 as [Fig. 9(b)].

The period of the beating structure in the measured spectrum [Fig. 8(b)] is $f_{\text{beating}} = 15 \pm 1.5$ eV, which corresponds to $\Delta T = 1/f_{\text{beating}} = 270 \pm 27$ as in the temporal spacing between attosecond pulses in the pulse train (see Supplement 1 for details). The last result allows an estimation of the plasma denting [41], namely, the shift of the point of reflection from the plasma mirror by $\Delta T \times c/(2 \cos(45^\circ)) = 57 \pm 6$ nm (see Supplement 1 for details on the derivation) during one optical cycle at the peak of the driving field under our experimental conditions. Although the effect of denting is smaller than the typical target alignment uncertainty and instability on the µm scale (see Supplement 1 for details), it is not limited by these parameters, since the measurements (Fig. 8) are single-shot and the measured features are determined by the laser-plasma interaction time of about 7 fs, within which the bulk of the target can be assumed to be perfectly still.

Thus, a thorough analysis of the CEP harmonics spectra provides information on the plasma scale length and plasma dynamics during interaction. The temporal structure of the emitted XUV radiation is discussed in the following.

5. TEMPORAL STRUCTURE

Applying the spectral transmission corresponding to an aluminum (Al) filter (17–70 eV transmission window), the temporal structure of XUV radiation from the data set in Fig. 7(b) is shown in Fig. 9. From the energy ratio between the main attosecond pulse and the rest of the train, it is evident that within nearly one half of the CEP range, namely, between $-2$ rad and 0.5 rad, the XUV emission is confined mostly within one attosecond pulse. Using the intensity ratio between the main attosecond pulse and the rest of the train as the figure of merit for the degree of pulse isolation, the optimum CEP value under our experimental conditions is $-0.3$ rad. In this case, 74% of the overall energy of the pulse train is contained within a quasi-isolated attosecond pulse [orange line in Fig. 9(d)] that has a contrast of 0.16.

The energy content and the contrast can be improved to 86% and $4 \times 10^{-2}$, respectively, using a bandpass XUV filter with a 10 eV bandwidth centered at 45 eV, which infers the generation of an isolated attosecond pulse [blue line in Fig. 9(d)]. These results provide strong evidence for the possibility to generate isolated attosecond pulses in the presented setup. However, additional experiments on the temporal characterization and application of these pulses should follow our work for the final proof of this scenario.

Theoretical discussions of the mechanisms supporting the generation of isolated attosecond pulses under conditions close to the ones in the performed experiments can be found...
to the steeper density gradient in the latter case, where electrons at the plasma edge are just pushed into the bulk rather than bunched into a thin layer. A more detailed analysis of this effect can be found in [45]. The simulations also show that for \( L_p = 0.2\lambda \), the position of the electron nano-bunch shifts deeper inside the plasma with every subsequent optical cycle. This already-mentioned effect of the so-called plasma denting [41] causes an increase in the temporal spacing between the pulses in the generated attosecond pulse train as well as dephasing between the incoming electric field and plasma motion. Since the magnitude of each shift is determined by the field strength of the previous optical cycle, which depends on the CEP, there is a dependence of the attosecond pulse spacing and thus the harmonic spectral structure on the CEP of the driving field. This dephasing and denting act as a gating mechanism that supports the generation of isolated attosecond pulses even with about 3 cycle IR pulses. Additional examples of PIC simulations, their description, and further technical details can be found in Supplement 1.

The possibility to generate isolated attosecond pulses with 2–3-cycle driving fields under optimized pre-plasma scale length and CEP is a very important result, because it infers that the relativistic surface high harmonics have not only higher conversion efficiency but also many fewer strict requirements on the duration of the driving field compared to gas harmonics, where nearly single cycle optical fields are necessary to generate isolated attosecond pulses. This makes the relativistic surface high harmonics a very promising source of isolated intense attosecond pulses.

6. CONCLUSION

By utilizing high-field few-cycle laser pulses, we have demonstrated the efficient generation of high-quality, intense relativistic high-order harmonics from solid surfaces at optimized pre-plasma parameters. The conditions supporting the generation of isolated attosecond XUV pulses are identified by measuring the dependence of the harmonics spectrum on the CEP of the driving field. Also, the possibility to estimate the plasma dynamics during laser–plasma interaction using the measured harmonics CEP dependence is presented. The demonstrated XUV pulse energy level of several \( \mu \)J and the finding that already an \( \sim 3 \) cycle driving field can produce an isolated attosecond pulse, in combination with the availability of CEP stable, high-intensity, high-repetition-rate, few-cycle laser pulses [16,17,47], commence a new era of experimental investigations in ultrafast nonlinear XUV optics [4,48] using relativistic surface high-order harmonics.
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